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hard scattering can involve partons with very different
fractions of the proton momentum.

In central Auþ Au collisions, particle production cor-
related with a high pT trigger particle is strongly modified
as shown in Fig. 2(b). Not only is the enhanced away-side
yield much broader in !!, the near-side peak at !! " 0
now sits atop a pronounced ridge of correlated partners
extending continuously and undiminished all the way to
j!"j ¼ 4. To examine the near-side structure more
closely, the correlated yield is integrated over the region
j!!j< 1 and plotted as a function of !" in Fig. 2(c). For
the most central 30% of Auþ Au collisions, there is a
significant and relatively flat correlated yield of about 0.25
particles per unit pseudorapidity far from the trigger
particle.

A more detailed examination of the correlation structure
is possible by projecting the correlation onto the !! axis
as in Fig. 3. In the top row of that figure, the correlated
yield in Auþ Au is compared for five centrality bins

(40%–50%, 30%–40%, 20%–30%, 10%–20%, and
0%–10%) to PYTHIA-simulated pþ p events at short range
(i.e., integrated over the region j!"j< 1). In the bottom
row, the same comparison is shown at long range (i.e.,
integrated over the region $4< !"<$2).
Focusing first on the away-side correlation, a number of

features become apparent. First, the shape of the correla-
tion is considerably broader in !! for Auþ Au collisions
compared to pþ p in all measured centrality bins.
Additionally, the magnitude of the away-side yield is en-
hanced relative to pþ p, increasingly so for more central
Auþ Au collisions. Finally, the away-side correlation
seems to have a very similar shape and centrality depen-
dence at both short and long range. This last observation is
explored more quantitatively in Fig. 4, where integrated
away-side yields (!!> 1) are presented as a function of
participating nucleons at short and long range.
The near-side region also shows a strong modification

spanning the full measured pseudorapidity range. At short
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FIG. 3 (color online). Projections of the correlated yield versus !! at short range (top row, $1<!"< 1) and long range (bottom
row, $4<!"<$2) for five centrality bins (most central on right). Points have been reflected about !! ¼ 0 and averaged. The
dashed line is pþ p PYTHIA for comparison. 90% C.L. systematic uncertainties are presented as in Fig. 2(c).
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FIG. 2 (color online). Per-trigger correlated yield with ptrig
T > 2:5 GeV=c as a function of !" and !! for

ffiffiffi
s

p
and

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV
(a) PYTHIA pþ p and (b) PHOBOS 0%–30% central Auþ Au collisions. (c) Near-side yield integrated over j!!j< 1 for 0%–30%
Auþ Au compared to PYTHIA pþ p (dashed line) as a function of !". Bands around the data points represent the uncertainty from
flow subtraction. The error on the ZYAM procedure is shown as a gray band at zero. All systematic uncertainties are 90% confidence
level.
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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Figure 7. 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with pT >
0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity (No✏ine

trk

� 110)
events with pT > 0.1 GeV/c and (d) high multiplicity (No✏ine

trk

� 110) events with 1 < pT < 3 GeV/c.
The sharp near-side peak from jet correlations is cut o↵ in order to better illustrate the structure
outside that region.

7 Long-range correlations in 7TeV data

The study of long-range azimuthal correlations involved generating 2-D �⌘-�� distribu-
tions in bins of event multiplicity and particle transverse momentum. The analysis proce-
dure was to a large extent identical with that used for the minimum bias data described
in section 4. With the addition of pT binning, both particles in the pairs used to calculate
R(�⌘,��) were required to be within the selected pT range. The events were divided into
bins of o✏ine track multiplicity as outlined in table 1. In order to reach good statistics for
the highest attainable charged particle densities, only data at 7 TeV were considered.

Figure 7 compares 2-D two-particle correlation functions for minimum bias events and
high multiplicity events, for both inclusive particles and for particles in an intermediate pT

bin. The top two panels show results from minimum bias events. The correlation function
for inclusive particles with pT > 0.1 GeV/c shows the typical structure as described by
the independent cluster model. The region at �⌘ ⇡0 and intermediate �� is dominated
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4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts are examined by loosening or tightening the track selections on dz/s(dz)
and dxy/s(dxy) from 2 to 5. The associated yields are found to be insensitive to these track
selections within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

To investigate the long-range, near-side correlations in finer detail, and to provide a quanti-
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Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [33] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
agreement with the presented results.
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hard scattering can involve partons with very different
fractions of the proton momentum.

In central Auþ Au collisions, particle production cor-
related with a high pT trigger particle is strongly modified
as shown in Fig. 2(b). Not only is the enhanced away-side
yield much broader in !!, the near-side peak at !! " 0
now sits atop a pronounced ridge of correlated partners
extending continuously and undiminished all the way to
j!"j ¼ 4. To examine the near-side structure more
closely, the correlated yield is integrated over the region
j!!j< 1 and plotted as a function of !" in Fig. 2(c). For
the most central 30% of Auþ Au collisions, there is a
significant and relatively flat correlated yield of about 0.25
particles per unit pseudorapidity far from the trigger
particle.

A more detailed examination of the correlation structure
is possible by projecting the correlation onto the !! axis
as in Fig. 3. In the top row of that figure, the correlated
yield in Auþ Au is compared for five centrality bins

(40%–50%, 30%–40%, 20%–30%, 10%–20%, and
0%–10%) to PYTHIA-simulated pþ p events at short range
(i.e., integrated over the region j!"j< 1). In the bottom
row, the same comparison is shown at long range (i.e.,
integrated over the region $4< !"<$2).
Focusing first on the away-side correlation, a number of

features become apparent. First, the shape of the correla-
tion is considerably broader in !! for Auþ Au collisions
compared to pþ p in all measured centrality bins.
Additionally, the magnitude of the away-side yield is en-
hanced relative to pþ p, increasingly so for more central
Auþ Au collisions. Finally, the away-side correlation
seems to have a very similar shape and centrality depen-
dence at both short and long range. This last observation is
explored more quantitatively in Fig. 4, where integrated
away-side yields (!!> 1) are presented as a function of
participating nucleons at short and long range.
The near-side region also shows a strong modification

spanning the full measured pseudorapidity range. At short
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FIG. 3 (color online). Projections of the correlated yield versus !! at short range (top row, $1<!"< 1) and long range (bottom
row, $4<!"<$2) for five centrality bins (most central on right). Points have been reflected about !! ¼ 0 and averaged. The
dashed line is pþ p PYTHIA for comparison. 90% C.L. systematic uncertainties are presented as in Fig. 2(c).
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FIG. 2 (color online). Per-trigger correlated yield with ptrig
T > 2:5 GeV=c as a function of !" and !! for

ffiffiffi
s

p
and

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV
(a) PYTHIA pþ p and (b) PHOBOS 0%–30% central Auþ Au collisions. (c) Near-side yield integrated over j!!j< 1 for 0%–30%
Auþ Au compared to PYTHIA pþ p (dashed line) as a function of !". Bands around the data points represent the uncertainty from
flow subtraction. The error on the ZYAM procedure is shown as a gray band at zero. All systematic uncertainties are 90% confidence
level.
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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WHILE PHOBOS COULD NOT PROVIDE
PT DEPENDENCE, THE LARGE ETA COVERAGE
GAVE FIRST LOOK AT THE RIDGE AT VERY

LARGE ∆ETA SEPARATIONS...
...AND THERE WAS NO END IN SIGHT!

PHOBOS Au+Au Ridge
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hard scattering can involve partons with very different
fractions of the proton momentum.

In central Auþ Au collisions, particle production cor-
related with a high pT trigger particle is strongly modified
as shown in Fig. 2(b). Not only is the enhanced away-side
yield much broader in !!, the near-side peak at !! " 0
now sits atop a pronounced ridge of correlated partners
extending continuously and undiminished all the way to
j!"j ¼ 4. To examine the near-side structure more
closely, the correlated yield is integrated over the region
j!!j< 1 and plotted as a function of !" in Fig. 2(c). For
the most central 30% of Auþ Au collisions, there is a
significant and relatively flat correlated yield of about 0.25
particles per unit pseudorapidity far from the trigger
particle.

A more detailed examination of the correlation structure
is possible by projecting the correlation onto the !! axis
as in Fig. 3. In the top row of that figure, the correlated
yield in Auþ Au is compared for five centrality bins

(40%–50%, 30%–40%, 20%–30%, 10%–20%, and
0%–10%) to PYTHIA-simulated pþ p events at short range
(i.e., integrated over the region j!"j< 1). In the bottom
row, the same comparison is shown at long range (i.e.,
integrated over the region $4< !"<$2).
Focusing first on the away-side correlation, a number of

features become apparent. First, the shape of the correla-
tion is considerably broader in !! for Auþ Au collisions
compared to pþ p in all measured centrality bins.
Additionally, the magnitude of the away-side yield is en-
hanced relative to pþ p, increasingly so for more central
Auþ Au collisions. Finally, the away-side correlation
seems to have a very similar shape and centrality depen-
dence at both short and long range. This last observation is
explored more quantitatively in Fig. 4, where integrated
away-side yields (!!> 1) are presented as a function of
participating nucleons at short and long range.
The near-side region also shows a strong modification

spanning the full measured pseudorapidity range. At short
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FIG. 3 (color online). Projections of the correlated yield versus !! at short range (top row, $1<!"< 1) and long range (bottom
row, $4<!"<$2) for five centrality bins (most central on right). Points have been reflected about !! ¼ 0 and averaged. The
dashed line is pþ p PYTHIA for comparison. 90% C.L. systematic uncertainties are presented as in Fig. 2(c).
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Many Explanations...
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• Coupling of induced radiation to longitudinal flow

• Recombination of shower + thermal partons 

• Anisotropic plasma

• Turbulent color fields

• Bremsstrahlung + transverse flow + jet-quenching

• Splashback from away-side shock

• Momentum kick imparted on medium partons

• Glasma Flux Tubes

Armesto et al., PRL 93, 242301

Hwa, arXiv:nucl-th/0609017v1

Shuryak, arXiv:0706.3531v1

Romatschke, PRC 75, 014901

Majumder, Muller, Bass, arXiv:hep-ph/0611135v2

Pantuev, arXiv:0710.1882v1

Wong, arXiv:0707.2385v2

Dumitru, Gelis, McLerran, Venugopalan, arXiv:0804.3858; Gavin, McLerran, Moscelli, arXiv:0806.4718

...FROM A 2008 TALK BY ED WENGER (PHOBOS)

“RIDGE & CONE” KEPT US BUSY FOR 6 YEARS!
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Initial state matters
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COLLISION-GEOMETRY FLUCTUATIONS AND . . . PHYSICAL REVIEW C 81, 054905 (2010)
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that 〈x〉 =
〈y〉 = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

〈r2 cos(2φpart)〉2 + 〈r2 sin(2φpart)〉2

〈r2〉
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(〈r2 sin(2φpart)〉, 〈r2 cos(2φpart)〉) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = 〈cos(2(φ − ψ2))〉. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

〈r2 cos(3φpart)〉2 + 〈r2 sin(3φpart)〉2

〈r2〉
(7)

v3 ≡ 〈cos(3(φ − ψ3))〉, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(〈r2 sin(3φpart)〉, 〈r2 cos(3φpart)〉) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.

x(fm)
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y(
fm

)
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10

 = 0.533ε = 91,PartN

PHOBOS Glauber MC

FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.

054905-3

PARTICIPANT ECCENTRICITY
BROUGHT AU+AU & CU+CU 

TOGETHER! (PHOBOS 2005)

ALVER & ROLAND WERE FIRST TO
MAKE IT CLEAR THAT V3 SHOULD
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the odd terms, was proposed by Mishra et al. to probe
superhorizon fluctuations in the thermalization stage [39].
In this work, we show that the second and third Fourier
components of two-particle correlations may be best studied
by treating the components of corresponding initial geometry
fluctuations on equal footing. To reduce contributions of
nonflow correlations, which are most prominent in short
pseudorapidity separations, we focus on azimuthal correlations
at long ranges in pseudorapidity. We show that the ridge and
broad away-side structures can be well described by the first
three coefficients of a Fourier expansion of the azimuthal
correlation function

dNpairs

d!φ
= Npairs

2π

[

1 +
∑

n

2Vn! cos(n!φ)

]

, (1)

where the first component, V1!
1, is understood to be due to

momentum conservation and directed flow and the second
component V2! is dominated by the contribution from elliptic
flow. Studies in a multiphase transport model (AMPT) [40]
suggest that not only the elliptic flow term, V2!, but also a
large part of the correlations measured by the V3! term, arises
from the hydrodynamic expansion of the medium.

II. FOURIER DECOMPOSITION OF AZIMUTHAL
CORRELATIONS

In the existing correlation data, different correlation
measures such as R(!η,!φ) [19], Nr̂(!η,!φ) [41], and
1/NtrigdN/d!φ(!η,!φ) [25] have been used to study differ-
ent sources of particle correlations. The azimuthal projection
of all of these correlation functions have the form

C(!φ) = A
dNpairs

d!φ
+ B, (2)

where the scale factor A and offset B depend on the definition
of the correlation function as well as the pseudorapidity range

1Note the distinction between Vn! and vn. See Eqs. (10) and (11)
for details.

of the projection [25]. Examples of long range azimuthal
correlation distributions are shown in Fig. 1 for inclusive
correlations from PHOBOS and STAR [19,41] and high-pT

triggered correlations from PHOBOS [25] for mid-central
Au + Au collisions obtained by projecting the two-
dimensional correlation functions onto the !φ axis at pseu-
dorapidity separations of 1.2 < !η < 1.9 for STAR data and
2 < !η < 4 for PHOBOS data. The correlation function data
used in this study are available at Refs. [42–44]. Also shown in
Fig. 1 are the first three Fourier components of the azimuthal
correlations and the residual after these components are taken
out. The data is found to be very well described by the three
Fourier components.

III. PARTICIPANT TRIANGULARITY AND TRIANGULAR
FLOW

It is useful to recall that traditional hydrodynamic calcu-
lations start from a smooth matter distribution given by the
transverse overlap of two Woods-Saxon distributions. In such
calculations, elliptic flow is aligned with the orientation of
the reaction plane defined by the impact parameter direction
and the beam axis and by symmetry, no V3! component
arises in the azimuthal correlation function. To describe this
component in terms of hydrodynamic flow requires a revised
understanding of the initial collision geometry, taking into
account fluctuations in the nucleon-nucleon collision points
from event to event. The possible influence of initial geometry
fluctuations was used to explain the surprisingly large values
of elliptic flow measured for central Cu + Cu collision,
where the average eccentricity calculated with respect to the
reaction plane angle is small [8]. For a Glauber Monte Carlo
event, the minor axis of eccentricity of the region defined
by nucleon-nucleon interaction points does not necessarily
point along the reaction plane vector but may be tilted. The
“participant eccentricity” [8,45] calculated with respect to this
tilted axis is found to be finite even for most central events and
significantly larger than the reaction plane eccentricity for the
smaller Cu + Cu system. Following this idea, event-by-event
elliptic flow fluctuations have been measured and found to be
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sNN = 200 GeV obtained from projections
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The ridge, post v3

Once Seen, Difficult to forget

Fluctuations in the initial state provide 
simplest way to harmonize flow 
systematics

They are also the simplest way to 
understand the Ridge AND mach cone
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...WAS THIS THE END OF THE RIDGE??
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Figure 7. 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with pT >
0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity (No✏ine

trk

� 110)
events with pT > 0.1 GeV/c and (d) high multiplicity (No✏ine

trk

� 110) events with 1 < pT < 3 GeV/c.
The sharp near-side peak from jet correlations is cut o↵ in order to better illustrate the structure
outside that region.

7 Long-range correlations in 7TeV data

The study of long-range azimuthal correlations involved generating 2-D �⌘-�� distribu-
tions in bins of event multiplicity and particle transverse momentum. The analysis proce-
dure was to a large extent identical with that used for the minimum bias data described
in section 4. With the addition of pT binning, both particles in the pairs used to calculate
R(�⌘,��) were required to be within the selected pT range. The events were divided into
bins of o✏ine track multiplicity as outlined in table 1. In order to reach good statistics for
the highest attainable charged particle densities, only data at 7 TeV were considered.

Figure 7 compares 2-D two-particle correlation functions for minimum bias events and
high multiplicity events, for both inclusive particles and for particles in an intermediate pT

bin. The top two panels show results from minimum bias events. The correlation function
for inclusive particles with pT > 0.1 GeV/c shows the typical structure as described by
the independent cluster model. The region at �⌘ ⇡0 and intermediate �� is dominated
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trk

) Event Count
⌦
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trk

↵ ⌦
N corrected

trk

↵

MinBias 21.43M 15.9 17.8

No✏ine

trk

< 35 19.36M 13.0 14.1

35  No✏ine

trk

< 90 2.02M 45.3 53.1

90  No✏ine

trk

< 110 302.5k 96.6 111.7

No✏ine

trk

� 110 354.0k 117.8 136.1

Table 1. Number of events for each multiplicity bin used in the 7 TeV analysis with total integrated
luminosity of 980 nb�1. The multiplicity of o✏ine reconstructed tracks, No✏ine

trk

, was counted within
the kinematic cuts of |⌘| < 2.4 and pT > 0.4 GeV/c. The last two columns list the average values
of No✏ine

trk

as well as the average of N corrected

trk

, the event multiplicity corrected for all detector and
algorithm ine�ciencies.
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separation along the beam axis, z, between the track and the primary vertex, dz/�(dz),
and the significance of the impact parameter relative to the primary vertex transverse to the
beam, d

xy

/�(d
xy

), were each less than 3. In order to remove tracks with potentially poorly
reconstructed momentum values, the relative uncertainty of the momentum measurement,
�(pT )/pT , was required to be less than 10%.

To ensure reasonable tracking e�ciency and low fake rate, only tracks within |⌘| < 2.4
and above a minimum pT value were used. For the inclusive analysis, the selected range
was 0.1 GeV/c < pT < 5.0 GeV/c. The e↵ect of the upper limit imposed on pT is negligible.
The e↵ects of the lower pT cut, as well as the e↵ect of the ⌘ restriction on the determination
of cluster parameters from �⌘ correlations, are significant and will be discussed in more
detail below. To avoid possible bias in the high multiplicity analysis, the lower cuto↵ was
raised to pT > 0.4 GeV/c when classifying the event multiplicity in order to match the cut
applied in the online tracking.

4 Calculation of the two-particle correlation function

For both minimum bias and high-multiplicity triggered collision events, the first step in
extracting the correlation function was to divide the sample into bins in track multiplicity.
For the minimum bias sample, 10 bins were used, each containing about the same number
of events. Following an approach similar to that in refs. [3, 6], the pT -inclusive charged
two-particle correlation as a function of �⌘ and �� is defined as follows:

R(�⌘,��) =
⌧

(hNi � 1)
✓

SN (�⌘,��)
BN (�⌘,��)

� 1
◆�

bins

(4.1)

where SN and BN are the signal and random background distributions, defined in eqs. (4.2)
and (4.3) respectively, �⌘(= ⌘

1

� ⌘
2

) and ��(= �
1

� �
2

) are the di↵erences in pseudo-
rapidity and azimuthal angle between the two particles, hNi is the number of tracks per
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event averaged over the multiplicity bin, and the final R(�⌘,��) is found by averaging
over multiplicity bins. For simplicity in eq. (4.1) and the discussion in this section, N is
used to represent the total number of o✏ine reconstructed tracks per event. Note that the
order in which the particles are considered has no significance. The quantities �⌘ and ��

are always taken to be positive and used to fill one quadrant of the �⌘,�� histograms
with the other three quadrants filled by reflection. Therefore, the resulting distributions
are symmetric about (�⌘,��)=(0,0) by construction.

For each multiplicity bin, the signal distribution:

SN (�⌘,��) =
1

N(N � 1)
d2N signal

d�⌘d��
(4.2)

was determined by counting all particle pairs within each event, using the weighting factor
N(N � 1), then averaging over all events. This represents the charged two-particle pair
density function normalized to unit integral. The background distribution:

BN (�⌘,��) =
1

N2

d2Nmixed

d�⌘d��
(4.3)

denotes the distribution of uncorrelated particle pairs representing a product of two single-
particle distributions, also normalized to unit integral. This distribution was constructed by
randomly selecting two di↵erent events within the same multiplicity bin and pairing every
particle from one event with every particle in the other (in this case, the normalization
factor 1/N2 corresponds to 1/N

1

N
2

event-by-event). The pairs of events used to compute
the background were also required to be within the same 0.5 cm wide bin in the vertex
location along the beam.

As indicated in eq. (4.1), the ratio of SN (�⌘,��) to BN (�⌘,��) was first calculated in
each multiplicity bin. Dividing the background in this way corrects for detector e↵ects such
as tracking ine�ciencies, non-uniform acceptance, etc. The ratio of signal to background
was then weighted by the track multiplicity factor, hNi � 1 (where hNi is the average
multiplicity in each bin), and averaged over all the multiplicity bins to arrive at the final
two-particle correlation function R(�⌘,��).

5 Corrections for tracking and event selection ine�ciencies

5.1 Correction for tracking ine�ciency

Studies with simulated events showed that the combined geometrical acceptance and recon-
struction e�ciency for the global track reconstruction exceeds 50% around pT ⇡ 0.1 GeV/c
over the full CMS tracker acceptance (|⌘| < 2.4) for charged hadrons. The e�ciency is
greater than 90% in the |⌘| < 1 region for pT > 0.6 GeV/c. Detailed studies of tracking
e�ciencies using MC-based and data-based methods can be found in [23]. The tracking
e�ciency correction factor, ✏trk, was determined by taking the ratio of the number of re-
constructed tracks (N trk) to that of generator level primary charged particles (Ngen) in the
simulated MC events as a function of pT , ⌘, z

vtx

:

✏trk(⌘, pT , z
vtx

) =
N trk(⌘, pT , z

vtx

)
Ngen(⌘, pT , z

vtx

)
. (5.1)
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Physics of the ridge
I defer to my theorist colleagues, 
speaking next

But the same data led to a wide 
variety of explanations

Parton Saturation (Venugopalan et al)
Multiparton interactions (strikman)
Bremsstrahlung in strong fields
“jet-medium” (Hwa, Wong,...)
Hydrodynamics (Werner, avsar, etc.)

As with the RHIC ridge, many 
explanations but No clear winner

absence of crisp predictions confronting 
new pp ridge data 
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Figure 24: Integrated near-side (|Df|<DfZYAM) associated yields for the long-range ridge re-
gion (2 < |Dh| < 4) with 1<passoc

T <2 GeV/c, above the minimum level found by the ZYAM
procedure, as a function of ptrig

T for five multiplicity bins (2  N < 35, 35  N < 90, N � 90,
N � 110, N � 130) of pp collisions at

p
s = 7 TeV. The statistical uncertainties are shown as

bars, while the brackets denote the systematic uncertainties.
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Figure 25: Integrated near-side (|Df|<DfZYAM) associated yields for the short-range jet region
(0 < |Dh| < 1) and the long-range ridge region (2 < |Dh| < 4), with 2<ptrig

T <3 GeV/c and
1<passoc

T <2 GeV/c, above the minimum level found by the ZYAM procedure, as a function of
event multiplicity from pp collisions at

p
s = 7 TeV. The statistical uncertainties are shown as

bars, while the brackets denote the systematic uncertainties.

24 3 pp Data and Analysis

|ηΔ|
0 1 2 3 4

 A
ss

oc
ia

te
d 

Yi
el

d

-310

-210

-110

<3 GeV/c
T
trig2<p

<2 GeV/c
T
assoc1<p

CMS Preliminary

 110≥N 

Figure 22: Integrated near-side (|Df|<DfZYAM) associated yields for 2<ptrig
T <3 GeV/c and

1<passoc
T <2 GeV/c, above the minimum level found by the ZYAM procedure, as a function of

|Dh| for the high multiplicity (N � 110) pp collisions at
p

s = 7 TeV. The statistical uncertainties
are shown as bars, while the brackets denote the systematic uncertainties.
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Figure 23: Integrated near-side (|Df|<DfZYAM) associated yields for the short-range jet region
(0 < |Dh| < 1) with 1<passoc

T <2 GeV/c, above the minimum level found by the ZYAM pro-
cedure, as a function of ptrig

T for five multiplicity bins (2  N < 35, 35  N < 90, N � 90,
N � 110, N � 130) of pp collisions at

p
s = 7 TeV. The statistical uncertainties are shown as

bars, while the brackets denote the systematic uncertainties.

A SYSTEMATIC INCREASE IN JET REGION (∆ETA<1)

A CHARACTERISTIC PT DEPENDENCE IN “RIDGE” REGION:
ONE WHICH LOOKED FAMILIAR FROM A+A

CMS, PAS-HIN-2011-006 (Mar 2011)
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WHY STOP AT TRIANGULAR FLOW?
IN THIS VIEW, THE 2PC RIDGE IS SIMPLY ALL 

FOURIER COMPONENTS CONTRIBUTING AT ∆PHI=0!
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Fig. 7. Scaled distributions of v2, v3 and v4 as well as "2, "3 and "4 from the IP-Glasma model [20]
compared to experimental data from the ATLAS collaboration [21,188]. Using 750 (0-5%) and 1300
(20-25%) events. Bands are systematic experimental errors.

10. Summary, Conclusions and Outlook

Relativistic viscous hydrodynamics has been extremely successful in describing the
bulk properties of heavy-ion collisions at RHIC and LHC, ranging from particle
spectra to anisotropic flow and correlations. In particular the use of event-by-event
hydrodynamic simulations together with models for the fluctuating initial state
has dramatically increased the amount of successful predictions, such as the dis-
tributions of higher harmonics vn, correlations of event planes, etc. Comparison of
experimental data to hydrodynamic simulations thus allows to extract properties
of the matter created in heavy-ion collisions, such as the fact that the system is
strongly interacting, and more quantitative measures like the shear viscosity to en-
tropy density ratio ⌘/s. Hydrodynamics is at this point in time the best tool for the
determination of such fundamental properties of a hot and dense quantum-chromo
dynamic system.

Despite these major successes, several unknowns and uncertainties remain. In
particular it is not understood how the system reaches a thermalized state that is
necessary for the usual hydrodynamic framework to be applicable. In fact, it is not
settled whether the system actually does thermalize by the time we start applying

BOTH MEAN VALUES AND FLUCTUATIONS
NICELY DESCRIBED BY EVENTWISE VISCOUS
HYDRO WITH IP GLASMA IC. (& OTHERS)

January 25, 2013 1:14
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LHC energies [20]. The agreement with experimental results from LHC shown in
Fig. 6 is particularly striking.
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Fig. 6. Left: Root-mean-square anisotropic flow coe�cients hv2ni1/2 in the IP-Glasma model [20],
computed as a function of centrality, compared to experimental data of vn{2}, n 2 {2, 3, 4},
by the ALICE collaboration [182] (points). Right: Root-mean-square anisotropic flow coe�cients
hv2ni1/2 as a function of transverse momentum, compared to experimental data by the ATLAS
collaboration using the event plane (EP) method [22] (points). Bands indicate statistical errors.

This agreement indicates that initial state fluctuations in the deposited energy
density, translated by hydrodynamic evolution into anisotropies in the particle pro-
duction, are the main ingredient to explain the measured flow coe�cients.

Because of this feature, some e↵ort has been concentrated on characterizing the
initial state in a way that ties it directly to the measured flow. The simplest way of
doing so is to compare the initial eccentricities of the system

"n =

p
hrn cos(n�)i2 + hrn sin(n�)i2

hrni (13)

to the final flow harmonics vn. However, in particular for v
4

and higher harmonics,
the nonlinear nature of hydrodynamics becomes important [183] and more accurate
predictors for flow coe�cients involve both linear and nonlinear terms, e.g. v

5

has
contributions from "

5

and "

2

"

3

, and it was shown [184] that the nonlinear term
becomes more dominant with increasing viscosity.

The fact that linear terms are damped more by viscosity leads to a growing
correlation of di↵erent event planes

 n =
1

n

arctan
hsin(n�)i
hcos(n�)i , (14)

with increasing viscosity [184], a result that is in line with findings in a di↵erent
work [185], where experimental data on event plane correlations from the ATLAS
collaboration [186] was compared to hydrodynamic calculations in di↵erent scenar-
ios.

(SCHENKE ET AL,
HEINZ ET AL,

LUZUM ET AL,...)
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WITH THE HIGHER-ORDER 
HARMONICS...

...AT LEAST IN A+A,
WHERE FLOW WAS ALREADY
THE LEADING HYPOTHESIS
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP/2012-320
2012/10/23

CMS-HIN-12-015

Observation of long-range, near-side angular correlations
in pPb collisions at the LHC

The CMS Collaboration⇤

Abstract

Results on two-particle angular correlations for charged particles emitted in pPb col-
lisions at a nucleon-nucleon center-of-mass energy of 5.02 TeV are presented. The
analysis uses two million collisions collected with the CMS detector at the LHC. The
correlations are studied over a broad range of pseudorapidity, h, and full azimuth,
f, as a function of charged particle multiplicity and particle transverse momentum,
pT. In high-multiplicity events, a long-range (2 < |Dh| < 4), near-side (Df ⇡ 0)
structure emerges in the two-particle Dh-Df correlation functions. This is the first ob-
servation of such correlations in proton–nucleus collisions, resembling the ridge-like
correlations seen in high-multiplicity pp collisions at

p
s = 7 TeV and in AA collisions

over a broad range of center-of-mass energies. The correlation strength exhibits a
pronounced maximum in the range of pT = 1–1.5 GeV/c and an approximately linear
increase with charged particle multiplicity for high-multiplicity events. These ob-
servations are qualitatively similar to those in pp collisions when selecting the same
observed particle multiplicity, while the overall strength of the correlations is signifi-
cantly larger in pPb collisions.

Submitted to Physics Letters B

⇤See Appendix A for the list of collaboration members
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EAT A MICROBARN OF LEAD, PROTONS!...
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4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts are examined by loosening or tightening the track selections on dz/s(dz)
and dxy/s(dxy) from 2 to 5. The associated yields are found to be insensitive to these track
selections within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

To investigate the long-range, near-side correlations in finer detail, and to provide a quanti-

IN PP, RIDGE REQUIRED HIGHEST MULTIPLICITY
COLLISIONS TO BE SEEN NEXT TO 

ENORMOUS NEAR-SIDE PEAK,

IN P+PB RIDGE WAS VISIBLE WITH RATHER MODEST
MULTIPLICITIES (DUE TO MULTIPLE COLLISIONS)

CMS, PLB 718 795 (2013)
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Table 1: Fraction of the full event sample for each multiplicity class. The last two columns show
the observed and corrected multiplicities, respectively, of charged particles with |h| < 2.4 and
pT > 0.4 GeV/c. Systematic uncertainties are given for the corrected multiplicities.

Multiplicity class Fraction
D

Noffline
trk

E D
Ncorrected

trk

E

(Noffline
trk ) (%)

Minimum Bias 100.0 40.6 53.4±2.9
Noffline

trk < 35 50.4 17.1 23.5±1.3
35  Noffline

trk < 90 41.9 56.3 75.6±4.1
90  Noffline

trk < 110 4.6 98.2 114.3±6.2
Noffline

trk � 110 3.1 128.2 149.1±8.1

4 Calculation of the Two-Particle Correlation Function

The analysis of two-particle correlations was performed in classes of track multiplicity, Noffline
trk ,

following the procedure established in [7, 8]. For each track multiplicity class, “trigger” par-
ticles are defined as charged particles originating from the primary vertex within a given pT
range. The number of trigger particles in the event is denoted by Ntrig. In this analysis, particle
pairs are formed by associating every trigger particle with the remaining charged primary par-
ticles from the same pT interval as the trigger particle (a minimum of two particles is required
in each pT bin from each event). The per-trigger-particle associated yield is defined as

1
Ntrig

d2Npair

dDh dDf
= B(0, 0)⇥ S(Dh, Df)

B(Dh, Df)
, (1)

where Dh and Df are the differences in h and f of the pair. The signal distribution, S(Dh, Df),
is the per-trigger-particle yield of particle pairs from the same event,

S(Dh, Df) =
1

Ntrig

d2Nsame

dDh dDf
. (2)

The mixed-event background distribution, used to account for random combinatorial back-
ground and pair-acceptance effects,

B(Dh, Df) =
1

Ntrig

d2Nmix

dDh dDf
, (3)

is constructed by pairing the trigger particles in each event with the associated particles from
10 different random events in the same 2 cm wide zvtx range. The symbol Nmix denotes the
number of pairs taken from the mixed event, while B(0, 0) represents the mixed-event asso-
ciated yield for both particles of the pair going in approximately the same direction and thus
having full pair acceptance (with a bin width of 0.3 in Dh and p/16 in Df). Therefore, the ra-
tio B(0, 0)/B(Dh, Df) is the pair-acceptance correction factor used to derive the corrected per-
trigger-particle associated yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events within the track multiplicity
class.

Each reconstructed track is weighted by the inverse of an efficiency factor, which accounts
for the detector acceptance, the reconstruction efficiency, and the fraction of misreconstructed
tracks. Detailed studies of tracking efficiencies using MC simulations and data-based methods
can be found in [23]. The combined geometrical acceptance and efficiency for track reconstruc-
tion exceeds 50% for pT ⇡ 0.1 GeV/c and |h| < 2.4. The efficiency is greater than 90% in the
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Figure 2: Correlated yield obtained from the ZYAM procedure as a function of |Df| averaged
over 2 < |Dh| < 4 in different pT and multiplicity bins for 5.02 TeV pPb data (solid circles) and
7 TeV pp data (open circles). The pT selection applies to both particles in each pair. Statistical
uncertainties are smaller than the marker size. The subtracted ZYAM constant is listed in each
panel. Also shown are pPb predictions for HIJING [24] (dashed curves) and a hydrodynamic
model [25] (solid curves shown for 1 < pT < 2 GeV/c).
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FIG. 4. Correlated yield d2N/d∆φ after ZYAM as a function of ∆φ integrated over 2 ≤ |∆η| ≤ 4
for several multiplicity bins, each for a particular range in ptrigT = pascT . The data points are from

the CMS collaboration [14]. The theoretical curves are the result of adding the glasma and BFKL
contributions with the band representing the variation in results when changing the K-factors from

Kglasma = 1,Kbfkl = 1.1 to Kglasma = 1.3,Kbfkl = 0.6. The results for the different multiplicity
windows correspond (from left to right) to: Q2

0(proton)=0.168 GeV2, NPb
part = 3; Q2

0(proton)=0.336
GeV2, NPb

part = 6; Q2
0(proton)=0.336 GeV2, NPb

part = 12; Q2
0(proton)=0.504 GeV2, NPb

part = 14;

Q2
0(proton)=0.504 GeV2, NPb

part = 22. Predictions are shown for very large multiplicity windows

and higher values of ptrigT = pascT .

9

Dusling & Venugopalan, prd 87 054014 (2013)

FIG. 1. Anatomy of di-hadron correlations. The glasma graph on the left illustrates its its schematic
contribution to the double inclusive cross-section (dashed orange curve). On the right is the back-

to-back graph and the shape of its yield (dashed blue curve). The grey blobs denote emissions all
the way from beam rapidities to those of the triggered gluons. The solid black curve represents
the sum of contributions from glasma and back-to-back graphs. The shaded region represents the

Associated Yield (AY) calculated using the zero-yield-at-minimum (ZYAM) procedure. Figure
from ref. [9].

The paper is organized as follows. In the next section, we will present the formulae used
in the computation of Glasma and BFKL graphs. Since all details have been discussed pre-
viously in [9] and references therein, we will reintroduce them briefly only for completeness,
our focus here being the understanding of the systematics of the new CMS p+Pb data. In
section 3, we will discuss in detail results in the CGC, compare these to the data, and make
predictions for as yet unpublished data. In the final section, we will summarize our con-
clusions, discuss alternative interpretations and further refinements and tests of the CGC
framework.

II. GLASMA AND BFKL CONTRIBUTIONS IN THE CGC EFT

The collimated correlated two-gluon production Glasma and BFKL graphs are illustrated
in Fig. (1). The collimated contributions from all the Glasma graphs can be compactly
written as

d2N corr.
Glasma

d2pTd2qTdypdyq
=

αS(pT )αS(qT )

4π10

N2
C

(N2
C − 1)3 ζ

S⊥

p2
Tq

2
T

Kglasma

×

[

∫

kT

(D1 +D2) +
∑

j=±

(

A1(pT , jqT ) +
1

2
A2(pT , jqT )

)

]

. (1)

3

BASED ON PP 
EXPERIENCE, 
CGC GROUPS 

WERE READY!

THIS WORK AND 
COMPARISONS TO LATER
DATA WILL BE COVERED 

IN RAJU’S TALK!...ALSO WORK BY: KOVCHEGOV & 
WERPERTNY



The other LHC 
experiments were 
busy at work!...
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MEANWHILE...

...FINALIZING PAPERS
SIMULTANEOUSLY 
(ALTHOUGH ALICE 

GOT THE JUMP ON ATLAS!)
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

CERN-PH-EP-2012-359
03 Dec 2012

Long-range angular correlations on the near and away side
in p–Pb collisions at psNN= 5.02 TeV

ALICE Collaboration⇤

Abstract

Angular correlations between charged trigger and associated particles are measured by the
ALICE detector in p–Pb collisions at a nucleon–nucleon centre-of-mass energy of 5.02 TeV
for transverse momentum ranges within 0.5< pT,assoc < pT,trig < 4 GeV/c. The correlations
are measured over two units of pseudorapidity and full azimuthal angle in different intervals
of event multiplicity, and expressed as associated yield per trigger particle. Two long-range
ridge-like structures, one on the near side and one on the away side, are observed when
the per-trigger yield obtained in low-multiplicity events is subtracted from the one in high-
multiplicity events. The excess on the near-side is qualitatively similar to that recently
reported by the CMS collaboration, while the excess on the away-side is reported for the
first time. The two-ridge structure projected onto azimuthal angle is quantified with the sec-
ond and third Fourier coefficients as well as by near-side and away-side yields and widths.
The yields on the near side and on the away side are equal within the uncertainties for all
studied event multiplicity and pT bins, and the widths show no significant evolution with
event multiplicity or pT. These findings suggest that the near-side ridge is accompanied by
an essentially identical away-side ridge.

⇤See Appendix A for the list of collaboration members
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EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

CERN-PH-EP-2012-366
Submitted to: Phys. Rev. Lett.

Observation of Associated Near-side and Away-side Long-range
Correlations in

p
sNN = 5.02 TeV Proton–lead Collisions with

the ATLAS Detector

The ATLAS Collaboration

Abstract

Two-particle correlations in relative azimuthal angle (��) and pseudorapidity (�⌘) are measured
in p

sNN = 5.02 TeV p+Pb collisions using the ATLAS detector at the LHC. The measurements are
performed using approximately 1 µb�1 of data as a function of transverse momentum pT and the
transverse energy (⌃EPb

T ) summed over 3.1 < ⌘ < 4.9 in the direction of the Pb beam. The correlation
function, constructed from charged particles, exhibits a long-range (2 < |�⌘| < 5) near-side (�� ⇠ 0)
correlation that grows rapidly with increasing ⌃EPb

T . A long-range away-side (�� ⇠ ⇡) correlation,
obtained by subtracting the expected contributions from recoiling dijets and other sources estimated
using events with small ⌃EPb

T , is found to match the near-side correlation in magnitude, shape (in �⌘

and ��) and ⌃EPb

T dependence. The resultant �� correlation is approximately symmetric about ⇡/2,
and is consistent with a cos 2�� modulation for all ⌃EPb

T ranges and particle pT.
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 1: The associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 60–

100% (left) and 0–20% (right) event classes.

from the same jet, and the elongated structure at Dj ⇡ p for pairs of particles back-to-back in
azimuth. These are similar to those observed in pp collisions at

p
s = 2.76 and 7 TeV. The same

features are visible in the 0–20% class. However, both the yields on the near side (|Dj|< p/2)
and the away side (p/2 < Dj < 3p/2) are higher. 1 This is illustrated in Fig. 2, where the
projections on Dj averaged over |Dh | < 1.8 are compared for different event classes and also
compared to pp collisions at 2.76 and 7 TeV. In order to facilitate the comparison, the yield at
Dj = 1.3 has been subtracted for each distribution. It is seen that the per-trigger yields in Dj
on the near side and on the away side are similar for low-multiplicity p–Pb collisions and for pp
collisions at

p
s = 7 TeV, and increase with increasing multiplicity in p–Pb collisions.

To quantify the change from low to high multiplicity event classes, we subtract the per-trigger
yield of the lowest (60–100%) from that of the higher multiplicity classes. The resulting dis-
tribution in Dj and Dh for the 0–20% event class is shown in Fig. 3 (left). A distinct excess
structure in the correlation is observed, which forms two ridges, one on the near side and one
on the away side. The ridge on the near side is qualitatively similar to the one recently re-
ported by the CMS collaboration [22]. Note, however that a quantitative comparison would not
be meaningful due to the different definition of the per-trigger yield and the different detector
acceptance and event-class definition.

On the near side, there is a peak around (Dj ⇡ 0, Dh ⇡ 0) indicating a small change of the
near-side jet yield as a function of multiplicity. The integral of this peak above the ridge within
|Dh | < 0.5 corresponds to about 5–25% of the unsubtracted near-side peak yield, depending
on pT. In order to avoid a bias on the associated yields due to the multiplicity selection and
to prevent that this remaining peak contributes to the ridge yields calculated below, the region
|Dh |< 0.8 on the near side is excluded when performing projections onto Dj . The effect of this
incomplete subtraction on the extracted observables, which if jet-related might also be present
on the away side, is discussed further below.

1These definitions of near-side (|Dj|< p/2) and away-side (p/2 < Dj < 3p/2) are used throughout the letter.
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trigger particle is defined as
1

Ntrig

d2Nassoc

dDhdDj
=

S(Dh ,Dj)
B(Dh ,Dj)

(1)

where Ntrig is the total number of trigger particles in the event class and pT,trig interval. The
signal distribution S(Dh ,Dj) = 1/Ntrigd2Nsame/dDhdDj is the associated yield per trigger par-
ticle for particle pairs from the same event. In a given event class and pT interval, the sum over
the events is performed separately for Ntrig and d2Nsame/dDhdDj before their ratio is com-
puted. Note, that this definition is different from the one used in Ref. [22], where S(Dh ,Dj) is
calculated per event and then averaged. The method used in this letter does not induce an in-
herent multiplicity dependence in the pair yields, which is important for the subtraction method
discussed in the next Section. The background distribution B(Dh ,Dj) = a d2Nmixed/dDhdDj
corrects for pair acceptance and pair efficiency. It is constructed by correlating the trigger par-
ticles in one event with the associated particles from other events in the same event class and
within the same 2 cm wide zvtx interval (each event is mixed with 5–20 events). The factor a is
chosen to normalize the background distribution such that it is unity for pairs where both par-
ticles go into approximately the same direction (i.e. Dj ⇡ 0,Dh ⇡ 0). To account for different
pair acceptance and pair efficiency as a function of zvtx, the yield defined by Eq. 1 is constructed
for each zvtx interval. The final per-trigger yield is obtained by calculating the weighted average
of the zvtx intervals.

When constructing the signal and background distributions, the trigger and associated particles
are required to be separated by |Dj⇤

min| > 0.02 and |Dh | > 0.02, where Dj⇤
min is the minimal

azimuthal distance at the same radius between the two tracks within the active detector volume
after accounting for the bending due to the magnetic field. This procedure is applied to avoid a
bias due to the reduced efficiency for pairs with small opening angles and leads to an increase
in the associated near-side peak yield of 0.4–0.8% depending on pT. Furthermore, particle pairs
are removed which are likely to stem from a g-conversion, or a K0

s or L decay, by a cut on the
invariant mass of the pair (the electron, pion, or pion/proton mass is assumed, respectively).
The effect on the near-side peak yields is less than 2%.

In the signal as well as in the background distribution, each trigger and each associated par-
ticle is weighted with a correction factor that accounts for detector acceptance, reconstruction
efficiency and contamination by secondary particles. These corrections are applied as a func-
tion of h , pT and zvtx. Applying the correction factors extracted from DPMJET simulations to
events simulated with HIJING [47] leads to associated peak yields that agree within 4% with
the MC truth. This difference between the two-dimensional corrected per-trigger yield and in-
put per-trigger yield is used in the estimate of the systematic uncertainties. Uncertainties due to
track-quality cuts are evaluated by comparing the results of two different track selections, see
Sect. 3. The associated yields are found to be insensitive to these track selections within 5%.
Further systematic uncertainties related to specific observables are mentioned below.

5 Results
The associated yield per trigger particle in Dj and Dh is shown in Fig. 1 for pairs of charged
particles with 2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN =

5.02 TeV in the 60–100% (left) and 0–20% (right) event classes. In the 60–100% class, the
visible features are the correlation peak near (Dj ⇡ 0,Dh ⇡ 0) for pairs of particles originating
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4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts are examined by loosening or tightening the track selections on dz/s(dz)
and dxy/s(dxy) from 2 to 5. The associated yields are found to be insensitive to these track
selections within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

To investigate the long-range, near-side correlations in finer detail, and to provide a quanti-
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4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts are examined by loosening or tightening the track selections on dz/s(dz)
and dxy/s(dxy) from 2 to 5. The associated yields are found to be insensitive to these track
selections within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.
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multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

To investigate the long-range, near-side correlations in finer detail, and to provide a quanti-
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addition, the transverse (d
0

) and longitudinal (z
0

sin ✓)79

impact parameters of the tracks measured with respect80

to the primary vertex are required to be less than 1.5 mm81

and to satisfy |d
0

/�

d0 | < 3 and |z
0

sin ✓/�
z

| < 3, re-82

spectively, where �

d0 and �

z

are uncertainties on d

0

and83

z

0

sin ✓ obtained from the track-fit covariance matrix.84

The e�ciency, ✏, for track reconstruction and track85

selection cuts is evaluated using p+Pb Monte Carlo86

events produced with the HIJING event generator [14]87

with a center-of-mass boost matching the beam condi-88

tions. The response of the detector is simulated using89

GEANT4 [15, 16] and the resulting events are recon-90

structed with the same algorithms as applied to the data.91

The e�ciency increases with p

T

by 6% between 0.3 and92

0.5 GeV, and varies only weakly for p
T

> 0.5 GeV, where93

it ranges from 82% at ⌘ = 0 to 68% for |⌘| > 2. It is also94

found to vary by less than 2% over the range of ⌃EPb
T

95

observed in the p+Pb data.96

The two-particle correlation (2PC) analyses are per-97

formed in di↵erent intervals of ⌃EPb
T

, the sum of trans-98

verse energy measured in the FCal with 3.1 < ⌘ < 4.9 (in99

the z-direction of the lead beam) with no correction for100

the di↵erence in response to electrons and hadrons. The101

distribution of ⌃EPb
T

for events passing all selection cri-102

teria is shown in Fig. 1. These events are divided into 12103

⌃EPb
T

intervals to study the variation of 2PC with overall104

event activity. Two larger intervals, ⌃EPb
T

> 80 GeV and105

⌃EPb
T

< 20 GeV, containing 2% and 52% of the events,106

respectively, hereafter referred to as “central” and “pe-107

ripheral,” are used for detailed studies of the 2PC at108

high and low overall event activity. The quantity ⌃EPb
T

,109

instead of charged particle multiplicity is used to char-110

acterize the event activity, since the latter is observed111

to have strong correlations with the 2PC measurements,112

particularly for events selected with low and high multi-113

plicities. However, for reference, the average (hN
ch

i) and114

the standard deviation (�
Nch) of the e�ciency-corrected115

multiplicity of charged particles with p

T

> 0.4 GeV and116

|⌘| < 2.5 have been calculated for each ⌃EPb
T

range, yield-117

ing hN
ch

i = 150± 7,�
Nch = 35± 2 for central events and118

hN
ch

i = 25± 1,�
Nch = 18± 1 for peripheral events.119

The correlation functions are given [17–19] by:120

C(��,�⌘) =
S(��,�⌘)

B(��,�⌘)
, C(��) =

S(��)

B(��)
, (1)

where �� = �

a

� �

b

and �⌘ = ⌘

a

� ⌘

b

and S and B121

represent pair distributions constructed from the same122

event and from “mixed events,” [20] respectively. The123

labels a and b denote the two particles in the pair124

(conventionally referred to as “trigger” and “associated”125

particles, respectively [8]), which may be selected from126

di↵erent p

T

intervals. The mixed-event distribution,127

B(��,�⌘), that measures uncorrelated pair yields was128

constructed by choosing pairs of particles from di↵erent129

events of similar z

vtx

and track multiplicity, to match130
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the e↵ects of detector acceptance, occupancy, and ma-131

terial on S(��,�⌘), and of similar ⌃EPb
T

. The 1-D132

distributions S(��) and B(��) are obtained by inte-133

grating S(��,�⌘) and B(��,�⌘), respectively, over134

2 < |�⌘| < 5. This |�⌘| range is chosen to focus on135

the long-range features of the correlation functions. The136

normalization of C(��,�⌘) is chosen such that the ��-137

averaged value of C(��) is unity. When measuring S138

and B, pairs are filled in one quadrant of the (��,�⌘)139

space and then reflected to the other quadrants. To cor-140

rect S(��,�⌘) and B(��,�⌘) for the individual inef-141

ficiencies of particles a and b, the pairs are weighted by142

the inverse product of their tracking e�ciencies 1/(✏
a

✏

b

).143

Remaining detector distortions not accounted for in the144

e�ciency largely cancel in the same-event to mixed-event145

ratio.146

Examples of 2-D correlation functions are shown in147

Figs. 2(a) and 2(b) for charged particles with 0.5 < p

a,b

T

<148

4 GeV in peripheral and central events. The correlation149

function for peripheral events shows a sharp peak cen-150

tered at (��,�⌘) = (0, 0) due to pairs originating from151

the same jet, Bose-Einstein correlations, as well as high-152

p

T

resonance decays, and a broad structure at �� ⇠ ⇡153

from dijets, low-p
T

resonances, and momentum conser-154

vation that is collectively referred to as “recoil” in the155

remainder of this Letter. In the central events, the cor-156

relation function reveals a ridge-like structure at �� ⇠ 0157

(the “near-side”) that extends over the full measured �⌘158

range, with an amplitude of a few percent. The distri-159

bution at �� ⇠ ⇡ (the “away-side”) is also broadened160

relative to peripheral events, consistent with the pres-161

ence of a long-range component in addition to that seen162

in peripheral events.163

To quantify the strength of these long-range correla-164

tions, it is convenient to define the “per-trigger yield,”165

(Y (��)) which measures the average number of parti-166
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 2: Associated yield per trigger particle as a function of Dj averaged over |Dh | < 1.8 for pairs of
charged particles with 2< pT,trig < 4 GeV/c and 1< pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02

TeV for different event classes, and in pp collisions at 2.76 and 7 TeV. The yield between the peaks
(determined at Dj ⇡ 1.3) has been subtracted in each case. Only statistical uncertainties are shown;
systematic uncertainties are less than 0.01 (absolute) per bin.

The top right panel in Fig. 3 shows the projection of Fig. 3 (left) onto Dh averaged over different
Dj intervals. The near-side and away-side distributions are flat apart from the discussed small
peak around Dh = 0. The bottom right panel shows the projection to Dj , where a modulation is
observed. For comparison, the subtracted associated yield for HIJING simulated events shifted
to the baseline of the data is also shown, where no significant modulation remains. To quantify
the near-side and away-side excess structures, the following functional form

1/NtrigdNassoc/dDj = a0 +2a2 cos(2Dj)+2a3 cos(3Dj) (2)

is fit to the data in multiplicity and pT intervals. The fits have a c2/ndf of 1–1.5 in the different
pT and multiplicity intervals, indicating that the data are well described by the fits. An example
for the fit with and without the a3 cos(3Dj) term is shown in the bottom right panel of Fig. 3.
The fit parameters a2 and a3 are a measure of the absolute modulation in the subtracted per-
trigger yield and characterize a modulation relative to the baseline b in the higher multiplicity
class assuming that such a modulation is not present in the 60–100% event class. This assump-
tion has been checked by subtracting the yields obtained in

p
s = 2.76 and 7 TeV pp collisions

from the yields obtained for the 60–100% p–Pb event class and verifying that in both cases no
significant signal remains. Therefore, the Fourier coefficients vn of the corresponding single-
particle distribution, commonly used in the analysis of particle correlations in nucleus–nucleus
collisions [15], can be obtained in bins where the pT,trig and pT,assoc intervals are identical using

vn =
p

an/b. (3)

The baseline b is evaluated in the higher-multiplicity class in the region |Dj � p/2| < 0.2,
corrected for the fact that it is obtained in the minimum of Eq. 2. A potential bias due to
the above-mentioned incomplete near-side peak subtraction on v2 and v3 is evaluated in the
following way: a) the size of the near-side exclusion region is changed from |Dh | < 0.8 to

7
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Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [33] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
agreement with the presented results.
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FIG. 2. Two-dimensional correlation functions for (a) pe-
ripheral events and (b) central events, both with a truncated
maximum to suppress the large correlation at (�⌘,��) =
(0, 0); (c) the per-trigger yield �� distribution together with
pedestal levels for peripheral (bP

ZYAM
) and central (bC

ZYAM
)

events, and (d) integrated per-trigger yield as function of
⌃EPb

T for pairs in 2 < |�⌘| < 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties
are smaller than the symbols.

cles correlated with each trigger particle [2, 17–19]:167

Y (��) =

✓R
B(��)d��

⇡N

a

◆
C(��)� bZYAM , (2)

where N

a

denotes the total number of trigger particles,168

and bZYAM represents the pedestal arising from uncor-169

related pairs. The parameter bZYAM is determined via a170

zero-yield-at-minimum (ZYAM) method [17, 21] in which171

a second-order polynomial fit to C(��) is used to find the172

location of the minimum point, ��

ZYAM
, and from this173

to determine bZYAM . The stability of the fit is studied by174

varying the �� fit range. The uncertainty in bZYAM de-175

pends on the local curvature around ��

ZYAM
, and is esti-176

mated to be 0.03%–0.1% of the minimum value of C(��).177

At high p

T

where the number of measured counts is low,178

this uncertainty is of the same order as the statistical179

uncertainty.180

The systematic uncertainties due to the tracking e�-181

ciency are found to be negligible for C(��), since de-182

tector e↵ects largely cancel in the correlation function183

ratio. However Y (��) is sensitive to the uncertainty184

on the tracking e�ciency correction for the associated185

particles. This uncertainty is estimated by varying the186

track quality cuts and the detector material in the simu-187

lation, re-analyzing the data using corresponding Monte188

Carlo e�ciencies and evaluating the change in the ex-189

tracted Y (��). The resulting uncertainty on Y (��) is190

estimated to be 2.5% due to the track selection and 2%–191

3% related to the limited knowledge of detector material.192

The analysis procedure is validated by measuring corre-193

lation functions in fully simulated HIJING events [15, 16]194

and comparing it to the correlations measured using the195

generated particles. The agreement is better than 2% for196

C(��) and better than 3% for Y (��).197

Figure 2(c) shows the Y (��) distributions for 2 <198

|�⌘| < 5 in peripheral and central events separately.199

The yield for the peripheral events has an approximate200

1�cos�� shape with an away-side maximum, character-201

istic of a recoil contribution. In contrast, the yield in the202

central events has near-side and away-side peaks with203

the away-side peak having a larger magnitude. These204

features are consistent with the onset of a significant205

cos 2�� component in the distribution. To quantify fur-206

ther the properties of these long-range components, the207

distributions are integrated over |��| < ⇡/3 and |��| >208

2⇡/3, and plotted as a function of ⌃EPb
T

in Fig. 2(d). The209

near-side yield is close to 0 for ⌃EPb
T

< 20 GeV and in-210

creases with ⌃EPb
T

. The away-side yield shows a similar211

variation as a function of ⌃EPb
T

, except that it starts at212

a value significantly above zero, even for events with low213

⌃EPb
T

. The yield di↵erence between these two regions is214

found to be approximately independent of ⌃EPb
T

, indi-215

cating that the growth in the yield with increasing ⌃EPb
T

216

is the same on the near-side and away-side.217

To further investigate the connection between the near-218

side and away-side, the Y (��) distributions for periph-219

eral and central events are shown in Fig. 3 in vari-220

ous p

a

T

ranges with 0.5 < p

b

T

< 4 GeV. Distributions221

of the di↵erence between central and peripheral yields,222

�Y (��), are also shown in this Figure. This di↵erence223

is observed to be nearly symmetric around �� = ⇡/2.224

To illustrate this symmetry, the �Y (��) distributions225

in Fig. 3 are overlaid with functions a

0

+ 2a
2

cos 2��,226

with the coe�cients calculated as a

0

= h�Y (��)i and227

a

2

= h�Y (��) cos 2��i. This form describes the �Y228

distributions well, indicating that in the p

T

region cov-229

ered in this analysis, the long-range component of the230

two-particle correlations can be approximately described231

by a recoil contribution plus a��-symmetric component.232

The near-side and away-side yields integrated over233

|��| < ⇡/3 and |��| > 2⇡/3, respectively (Y
int

), and234

the di↵erences between those integrated yields in central235

and peripheral events (�Y

int

) are shown in Fig. 4 as a236

function of pa
T

. The yields are shown separately for the237

two ⌃EPb
T

ranges in panels (a)–(b) and the di↵erences238

are shown in panels (c)–(d). Qualitatively, the di↵er-239

ences have a similar p

a

T

dependence and magnitude on240

the near-side and away-side; they rise with p

a

T

and reach241

a maximum around 3–4 GeV. This pattern is visible for242

the near-side even before subtraction, as shown in panel243

(a), but is less evident in the unsubtracted away-side due244

(PER-TRIGGER YIELD,
I.E. PAIRS/PARTICLE,

AFTER ZYAM)
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [33] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
agreement with the presented results.
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Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
multiplicity ZNA selected events is observed to be symmetric on the near side and away side.
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [33] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
agreement with the presented results.
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Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
multiplicity ZNA selected events is observed to be symmetric on the near side and away side.
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FIG. 2. Two-dimensional correlation functions for (a) pe-
ripheral events and (b) central events, both with a truncated
maximum to suppress the large correlation at (�⌘,��) =
(0, 0); (c) the per-trigger yield �� distribution together with
pedestal levels for peripheral (bP

ZYAM
) and central (bC

ZYAM
)

events, and (d) integrated per-trigger yield as function of
⌃EPb

T for pairs in 2 < |�⌘| < 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties
are smaller than the symbols.

where N
a

denotes the number of e�ciency weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method [17,
21] in which a second-order polynomial fit to C(��) is
used to find the location of the minimum point, ��

ZYAM
,

and from this to determine bZYAM . The stability of the
fit is studied by varying the �� fit range. The uncer-
tainty in bZYAM depends on the local curvature around
��

ZYAM
, and is estimated to be 0.03%–0.1% of the min-

imum value of C(��). At high p

T

where the number of
measured counts is low, this uncertainty is of the same
order as the statistical uncertainty.

The systematic uncertainties due to the tracking e�-
ciency are found to be negligible for C(��), since de-
tector e↵ects largely cancel in the correlation function
ratio. However Y (��) is sensitive to the uncertainty
on the tracking e�ciency correction for the associated
particles. This uncertainty is estimated by varying the
track quality cuts and the detector material in the simu-
lation, re-analyzing the data using corresponding Monte
Carlo e�ciencies and evaluating the change in the ex-
tracted Y (��). The resulting uncertainty on Y (��) is
estimated to be 2.5% due to the track selection and 2%–
3% related to the limited knowledge of detector material.

The analysis procedure is validated by measuring corre-
lation functions in fully simulated HIJING events [15, 16]
and comparing it to the correlations measured using the
generated particles. The agreement is better than 2% for
C(��) and better than 3% for Y (��).
Figure 2(c) shows the Y (��) distributions for 2 <

|�⌘| < 5 in peripheral and central events separately.
The yield for the peripheral events has an approximate
1�cos�� shape with an away-side maximum, character-
istic of a recoil contribution. In contrast, the yield in the
central events has near-side and away-side peaks with
the away-side peak having a larger magnitude. These
features are consistent with the onset of a significant
cos 2�� component in the distribution. To quantify fur-
ther the properties of these long-range components, the
distributions are integrated over |��| < ⇡/3 and |��| >
2⇡/3, and plotted as a function of ⌃EPb
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in Fig. 2(d).
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, consistent with the finding in
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. The
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, indicating that the
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is the same on
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To further investigate the connection between the near-
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eral and central events are shown in Fig. 3 in various pa
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< 4 GeV. Distributions of the dif-
ference between central and peripheral yields, �Y (��),
are also shown in this Figure. This di↵erence is ob-
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and a2 terms describes the �Y distributions reasonably
well, indicating that the long-range component of the
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term slightly improves agreement
with the data.
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|��| < ⇡/3 and |��| > 2⇡/3, respectively (Y
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), and
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) are shown in Fig. 4 as a
function of pa

T

. The yields are shown separately for the
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to the dominant contribution of the recoil component.

FOURIER COEFFS.
CALCULATED USING DFT:

3

φ∆
0

2

4

η∆

)η
∆,φ

∆
C

( 1

1.1

 

-4    
  -2

    
  0

    
  2

    
  4

(a)

φ∆
0

2

4

η∆

)η
∆,φ

∆
C

(

1

1.04

 

-4    
  -2

    
  0

    
  2

    
  4

(b)

ATLAS =5.02 TeVNNsp+Pb  

-1bµ 1 ≈ L ∫ <4 GeV
a,b

T
0.5<p

<20 GeV
Pb
TEΣ >80 GeV

Pb
TEΣ

|φ∆|
0 1 2 3

)φ
∆

Y
(

0

0.2

0.4

0.6

 

(c)

ATLAS
-1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb   

|<5η∆<4 GeV,   2<|
a,b

T
0.5<p

>80 GeV
Pb

TEΣ

<20 GeV
Pb

TEΣ

=14.3C

ZYAM
b

=3.2P
ZYAMb

 [GeV]〉Pb

T
EΣ〈

0 50 100

in
t

Y

0

0.2

0.4

0.6

 

/3π|<φ∆Near:  |

/3π|>2φ∆Away: |

Difference

ATLAS
-1bµ 1 ≈ L ∫=5.02 TeV, NNsp+Pb   

|<5η∆<4 GeV,   2<|
a,b

T
0.5<p (d)

FIG. 2. Two-dimensional correlation functions for (a) pe-
ripheral events and (b) central events, both with a truncated
maximum to suppress the large correlation at (�⌘,��) =
(0, 0); (c) the per-trigger yield �� distribution together with
pedestal levels for peripheral (bP

ZYAM
) and central (bC

ZYAM
)

events, and (d) integrated per-trigger yield as function of
⌃EPb

T for pairs in 2 < |�⌘| < 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties
are smaller than the symbols.

where N
a

denotes the number of e�ciency weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method [17,
21] in which a second-order polynomial fit to C(��) is
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the systematic uncertainties, and the statistical uncertainties
are smaller than the symbols.
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ger particles, and bZYAM represents the pedestal arising
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mined via a zero-yield-at-minimum (ZYAM) method [17,
21] in which a second-order polynomial fit to C(��) is
used to find the location of the minimum point, ��
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and from this to determine bZYAM . The stability of the
fit is studied by varying the �� fit range. The uncer-
tainty in bZYAM depends on the local curvature around
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, and is estimated to be 0.03%–0.1% of the min-

imum value of C(��). At high p
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where the number of
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ciency are found to be negligible for C(��), since de-
tector e↵ects largely cancel in the correlation function
ratio. However Y (��) is sensitive to the uncertainty
on the tracking e�ciency correction for the associated
particles. This uncertainty is estimated by varying the
track quality cuts and the detector material in the simu-
lation, re-analyzing the data using corresponding Monte
Carlo e�ciencies and evaluating the change in the ex-
tracted Y (��). The resulting uncertainty on Y (��) is
estimated to be 2.5% due to the track selection and 2%–
3% related to the limited knowledge of detector material.

The analysis procedure is validated by measuring corre-
lation functions in fully simulated HIJING events [15, 16]
and comparing it to the correlations measured using the
generated particles. The agreement is better than 2% for
C(��) and better than 3% for Y (��).
Figure 2(c) shows the Y (��) distributions for 2 <

|�⌘| < 5 in peripheral and central events separately.
The yield for the peripheral events has an approximate
1�cos�� shape with an away-side maximum, character-
istic of a recoil contribution. In contrast, the yield in the
central events has near-side and away-side peaks with
the away-side peak having a larger magnitude. These
features are consistent with the onset of a significant
cos 2�� component in the distribution. To quantify fur-
ther the properties of these long-range components, the
distributions are integrated over |��| < ⇡/3 and |��| >
2⇡/3, and plotted as a function of ⌃EPb
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in Fig. 2(d).
The near-side yield is close to 0 for ⌃EPb
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and increases with ⌃EPb

T

, consistent with the finding in
Ref. [8]. The away-side yield shows a similar variation as
a function of ⌃EPb
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, except that it starts at a value signif-
icantly above zero, even for events with low ⌃EPb
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. The
yield di↵erence between these two regions is found to be
approximately independent of ⌃EPb
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, indicating that the
growth in the yield with increasing ⌃EPb
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is the same on
the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Y (��) distributions for periph-
eral and central events are shown in Fig. 3 in various pa
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< 4 GeV. Distributions of the dif-
ference between central and peripheral yields, �Y (��),
are also shown in this Figure. This di↵erence is ob-
served to be nearly symmetric around �� = ⇡/2. To
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Fig. 3 are overlaid with functions a
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culated as a
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and a2 terms describes the �Y distributions reasonably
well, indicating that the long-range component of the
two-particle correlations can be approximately described
by a recoil contribution plus a��-symmetric component.
The inclusion of the a
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term slightly improves agreement
with the data.
The near-side and away-side yields integrated over

|��| < ⇡/3 and |��| > 2⇡/3, respectively (Y
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), and
the di↵erences between those integrated yields in central
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) are shown in Fig. 4 as a
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. The yields are shown separately for the
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are shown in panels (c)–(d). Qualitatively, the di↵er-
ences have a similar p
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dependence and magnitude on
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and reach
a maximum around 3–4 GeV. This pattern is visible for
the near-side even before subtraction, as shown in panel
(a), but is less evident in the unsubtracted away-side due
to the dominant contribution of the recoil component.
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At the LHC, the ridge is not alone!
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Long-range angular correlations in p–Pb collisions ALICE Collaboration

Fig. 3: Left: Associated yield per trigger particle in Dj and Dh for pairs of charged particles with
2 < pT,trig < 4 GeV/c and 1 < pT,assoc < 2 GeV/c in p–Pb collisions at

p
sNN = 5.02 TeV for the 0–20%

multiplicity class, after subtraction of the associated yield obtained in the 60–100% event class. Top
right: the associated per-trigger yield after subtraction (as shown on the left) projected onto Dh averaged
over |Dj| < p/3 (black circles), |Dj �p| < p/3 (red squares), and the remaining area (blue triangles,
Dj < �p/3, p/3 < Dj < 2p/3 and Dj > 4p/3). Bottom right: as above but projected onto Dj av-
eraged over 0.8 < |Dh | < 1.8 on the near side and |Dh | < 1.8 on the away side. Superimposed are fits
containing a cos(2Dj) shape alone (black dashed line) and a combination of cos(2Dj) and cos(3Dj)
shapes (red solid line). The blue horizontal line shows the baseline obtained from the latter fit which
is used for the yield calculation. Also shown for comparison is the subtracted associated yield when
the same procedure is applied on HIJING shifted to the same baseline. The figure shows only statisti-
cal uncertainties. Systematic uncertainties are mostly correlated and affect the baseline. Uncorrelated
uncertainties are less than 1%.

|Dh |< 1.2; b) the residual near-side peak above the ridge is also subtracted from the away side
by mirroring it at Dj = p/2 accounting for the general pT-dependent difference of near-side
and away-side jet yields due to the kinematic constraints and the detector acceptance, which is
evaluated using the lowest multiplicity class; and c) the lower multiplicity class is scaled before
the subtraction such that no residual near-side peak above the ridge remains. The resulting
differences in v2 (up to 15%) and v3 coefficients (up to 40%) when applying these approaches
have been added to the systematic uncertainties.

The coefficients v2 and v3 are shown in the left panel of Fig. 4 for different event classes. The
coefficient v2 increases with increasing pT, and shows only a small dependence on multiplicity.
In the 0–20% event class, v2 increases from 0.06±0.01 for 0.5 < pT < 1 GeV/c to 0.12±0.02
for 2 < pT < 4 GeV/c, while v3 is about 0.03 and shows, within large errors, an increasing trend
with pT. Reference [33] gives predictions for two-particle correlations arising from collective
flow in p–Pb collisions at the LHC in the framework of a hydrodynamical model. The values
for v2 and v3 coefficients, as well as the pT and the multiplicity dependences, are in qualitative
agreement with the presented results.
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results. We use central and peripheral event samples
comprising the top 5% and 50–88% of the total charge
distributions, respectively.
This analysis considers charged hadrons measured

within the two PHENIX central arm spectrometers.
Each arm covers nominally π/2 in azimuth and has a
pseudorapidity acceptance of |η| < 0.35. Charged tracks
are reconstructed using the drift chambers with a hit
association requirement in two layers of multiwire pro-
portional chambers with pad readout, achieving a mo-
mentum resolution of 0.7% ⊕ 1.1%p (GeV/c). Only
tracks with full and unambiguous drift-chamber and pad-
chamber-1 hit information are used. Electrons are re-
jected with a veto in the ring-imaging Čerenkov (RICH)
counters.
All pairs satisfying the tracking cuts within an event

are measured. The measured pairs are then corrected
for the PHENIX azimuthal acceptance through use of
mixed event distributions. The conditional yield of pairs
is determined by:

1

N t

dNpairs

d∆φ
∝

dNpairs
same/d∆φ

dNpairs
mix /d∆φ

(1)

where N t is the number of trigger hadrons (trigger
hadrons are those which have the momenta required to
begin the search for a pair of hadrons) andNpairs

same (N
pairs
mix )

is the number of pairs from the same (mixed) events.
Mixed pairs are constructed with particles from differ-
ent events within the same 5% centrality class and with
event vertices within 5 cm of each other. Since the fo-
cus of this analysis is on the shape of the distributions,
no correction is applied for the track reconstruction ef-
ficiency, which has a negligible dependence on centrality
for d+Au track multiplicities.
In order to make direct comparisons between our mea-

surements and recent ATLAS p+Pb results [9], we fol-
low a similar analysis procedure. Charged hadron selec-
tions are made at different momenta from 0.5 through
3.5 GeV/c. For this analysis, each pair includes at least
one particle at low pT (0.5 < pT < 0.75 GeV/c) in or-
der to enhance the sensitivity to the nonjet phenomena.
The pairs are restricted to pseudorapidity separations
of 0.48 < |∆η| < 0.7, in order to minimize the con-
tribution from small-angle correlations arising from res-
onances, Bose-Einstein correlations, and jet fragmenta-
tion. This pseudorapidity gap is chosen to be as large as
possible within the PHENIX tracking acceptance, while
still preserving an adequate statistical sample size.
The associated yield due to azimuthally uncorrelated

background is estimated by means of the zero-yield-at-
minimum (ZYAM) procedure [23]. This background con-
tribution is obtained for both the central and peripheral
samples by performing fits to the conditional yields using
a functional form composed of a constant pedestal and
two Gaussian peaks, centered at ∆φ = 0 and π. The

FIG. 1: (color online) Azimuthal conditional yields, Y (∆φ),
for (open [black] squares) 0–5% most central and (open
[black] circles) peripheral (50–88% least central) collisions
with a minimum ∆η separation of 0.48 units. (filled [blue]
circles) Difference ∆Y (∆φ), which is ([blue] curve) fit to
a0 + 2a2 cos(2∆φ), where a0 and a2 are computed directly
from the data. (shaded [blue] band) Statistical uncertainty
on a2. No correction for the ∆φ independent reconstruction
efficiency has been applied.

minimum of this function, bZYAM, is subtracted from the
∆φ distributions, and the result is Y (∆φ):

Y (∆φ) ≡
1

N t

dNpairs

d∆φ
− bZYAM (2)

The conditional yields Yc(∆φ) and Yp(∆φ) (central and
peripheral events, respectively) are shown in Fig. 1, along
with their difference ∆Y (∆φ) ≡ Yc(∆φ) − Yp(∆φ). As
in Ref. [9], this subtraction removes any centrality inde-
pendent correlations, such as effects from unmodified jet
fragmentation, resonances and HBT. In the absence of
any centrality dependence, Yc(∆φ) and Yp(∆φ) should
be identical. Due to the limitations of our method, any
signal in the peripheral events is subtracted from the cen-
tral events. We see that Yc(∆φ) is significantly larger
than Yp(∆φ) for ∆φ near 0 and π.
In a manner similar to Ref. [9], we find that the differ-

ence with centrality is well described by the symmetric
form: ∆Y (∆φ) ≈ a0 + 2a2 cos (2∆φ) as demonstrated
in Fig. 1. The coefficients an and their statistical uncer-
tainties are computed from the ∆Y (∆φ) distributions as:
an = 〈∆Y (∆φ) cos(n∆φ)〉. The cos(2∆φ) modulation
appears as the dominant component of the anisotropy
for all trigger/partner combinations as will be quantified
below.
The PHENIX central arm spectrometers lack sufficient

|∆η| acceptance to completely exclude the near-side jet

DESPITE SMALL ETA COVERAGE OF PHENIX,
MADE GOOD USE OF THEIR 1.6 BILLION EVENTS:

CORRELATIONS WITH SOFT PARTICLES (0.5-0.75 GEV)
ALSO EVINCE QUADRUPOLE MODULATION

PHENIX, arXiv:1303.1794 (2013)



modulations @ RHIC

44

5

FIG. 2: (color online) Sample comparison of Y (∆φ) and
∆Y (∆φ) for same and oppositely charged pairs for 1.25 <
paT < 1.5 GeV/c and 0.48 < |∆η| < 0.7. The symbols, curve,
and shaded band are as described in the Fig. 1 caption.

peak. To assess the systematic influence of any residual
unmodified jet correlations, we analyzed charge-selected
correlations. Charge-ordering is a known feature of jet
fragmentation which leads to enhancement of the jet cor-
relation in opposite-sign pairs, and suppression in like-
sign pairs, in the near side peak (e.g. Ref. [24]). A rep-
resentative pT selection of Y (∆φ) and ∆Y (∆φ) distribu-
tions are shown in Fig. 2, where all charge combinations
exhibit a significant cos 2∆φmodulation. The magnitude
of the modulation is larger in the opposite-sign case, indi-
cating some residual unmodified jet correlation contribu-
tion. We also varied the |∆η| window which changes the
residual jet contribution. Both of these cross-checks are
used to estimate the systematic uncertainty, as discussed
later.
In order to quantify the relative amplitude of the az-

imuthal modulation we define cn ≡ an/ (bcZYAM + a0)
where bcZYAM is bZYAM in central events. This quantity is
shown as a function of associated pT in Fig. 3 for central
(0–5%) collisions.
The centrality dependence will be analyzed in further

detail in a forthcoming publication, though we note that
we have observed a signal of similar magnitude for the
0–20% most central collisions. The ATLAS c2 results [9]
have a qualitatively similar paT dependence, but with a
significantly smaller magnitude. However, it must be
noted that the c2 values from PHENIX and ATLAS are
not directly comparable since c2 is a function of the pT
of both particles and the trigger particle pT range is not
identical in the two analyses. ATLAS has also used a
much larger ∆η separation between the particles.
The c3 values, shown in Fig. 3, are small relative to c2.

Fitting the c3 data to a constant yields (6±4)×10−4 with
a χ2/dof of 8.4/7 (statistical uncertainties only). The
current precision is inadequate to reveal the existence of
a significant c3 signal.
In p+Pb collisions the signal is seen in long range ∆η

FIG. 3: (color online) The nth-order pair anisotropy, cn, of
the central collision excess as a function of associated par-
ticle paT . PHENIX (filled [red] circles) c2 and (open [black]
circles) c3 are for 0.5 < ptT < 0.75 GeV/c, 0.48 < |∆η| < 0.7
and ATLAS (filled [green] squares) c2 [9] are for 0.5 < ptT <
4.0 GeV/c, 2 < |∆η| < 5.

FIG. 4: (color online) Charged hadron second-order
anisotropy, v2, as a function transverse momentum for (filled
[blue] circles) PHENIX and (open [black] circles) ATLAS [9].
Also shown are a hydrodynamic calculation [14, 25] for (up-
per [blue] curve) d+Au collisions at

√
s
NN

= 200 GeV
and (lower [black] curve) 0–4% central p+Pb collisions at√
s
NN

= 4.4 TeV.

correlations. Here, signal is measured at midrapidity,
but it is natural to ask if previous PHENIX rapidity sep-
arated correlation measurements [18] would have been
sensitive to a signal of this magnitude, if it is present.
The maximum c2 observed here is approximately a 1%
modulation about the background level. Overlaying a
modulation of this size on the conditional yields shown in
Fig. 1 of Ref. [18] shows that the modulation on the near
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FIG. 3: (color online) The nth-order pair anisotropy, cn, of
the central collision excess as a function of associated par-
ticle paT . PHENIX (filled [red] circles) c2 and (open [black]
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FIG. 4: (color online) Charged hadron second-order
anisotropy, v2, as a function transverse momentum for (filled
[blue] circles) PHENIX and (open [black] circles) ATLAS [9].
Also shown are a hydrodynamic calculation [14, 25] for (up-
per [blue] curve) d+Au collisions at

√
s
NN

= 200 GeV
and (lower [black] curve) 0–4% central p+Pb collisions at√
s
NN

= 4.4 TeV.

correlations. Here, signal is measured at midrapidity,
but it is natural to ask if previous PHENIX rapidity sep-
arated correlation measurements [18] would have been
sensitive to a signal of this magnitude, if it is present.
The maximum c2 observed here is approximately a 1%
modulation about the background level. Overlaying a
modulation of this size on the conditional yields shown in
Fig. 1 of Ref. [18] shows that the modulation on the near

2PC MODULATIONS ARE OF 
SIMILAR ORDER TO THOSE SEEN 

@LHC 

(QUANTITATIVE COMPARISON IS 
NOT POSSIBLE GIVEN DIFFERENT 

PT AND ∆ETA CUTS)

SINGLE-PARTICLE MODULATION 
CAN BE DIRECTLY COMPARED, AND 
D+AU@RHIC IS FOUND TO HAVE 
LARGER V2 THAN P+PB@LHC!...

REASONABLE AGREEMENT W/ 
HYDRO PREDICTIONS (N.B. LHC 

PREDICTIONS AT WRONG ENERGY!)
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side is small compared with the statistical uncertainties
on the points. In the current analysis, both particles are
near midrapidity, while the analysis in Ref [18] includes
one of the particles very forward (3.0 < η < 3.8) in the
d-going direction. Thus, with the current results we can-
not determine whether the signal observed here persists
for η >3.
A measure of the single-particle anisotropy, v2, can be

obtained under the assumption of factorization [26–28],
which gives the relation c2 (ptT , p

a
T ) = v2 (ptT ) × v2 (paT ).

We have varied ptT and recomputed v2 (pT ) and find no
significant deviation from this factorization hypothesis.
The calculated single particle v2 is shown in Fig. 4, and
also compared with the ATLAS [9] results, again reveal-
ing qualitatively similar pT dependence with a signifi-
cantly larger magnitude. We also compare the v2 re-
sults to a hydrodynamic calculation [14, 25] and find
good agreement between the data and the calculation,
which predicts larger anisotropy in d+Au than p+Pb col-
lisions (the calculation for p+Pb is for 0–4% centrality at
4.4 TeV, not 0–2% central at 5.02 TeV as in the data).
The systematic uncertainties as shown in Figs. 3 and

4 are estimated as the root-mean-squared variation of
the same-sign and opposite-sign cn measurements about
the combined value to reflect the influence of possible re-
maining jet correlations. This systematic uncertainty is
applied symmetrically, since the influence of the jet con-
tribution is not known. As a test, the ∆η interval was
varied from the nominal value of 0.48 to 0.36 and 0.60.
The cn values remained unchanged within statistical un-
certainties, with the qualification that the |∆η| > 0.6
sample lacks sufficient statistics for a precise comparison
at higher pT . We also produced v2 values with different
trigger particle momentum selections and found no sig-
nificant change in the extracted values. Other sources
of uncertainty, such as occupancy and acceptance correc-
tions, were also found to have negligible effect on these
results.
In order to further investigate the origin of this effect

in Fig. 5 we plot the RHIC and LHC results scaled by
ε2 as calculated in a Glauber Monte Carlo as a func-
tion of the charged particle multiplicity at midrapidity.
The 0–5% d+Au collisions at

√
s
NN

= 200 GeV have a
dNch/dη similar to those of midcentral p+Pb collisions
at the LHC, while the ε2 values for d+Au collisions are
about 50% larger than those calculated for the midcen-
tral p+Pb collisions. The key observation is that the ratio
v2/ε2 is consistent between RHIC and the LHC, despite
the factor of 25 difference in collision center of mass en-
ergy. A continuation of this same trend is seen by also
comparing to v2/ε2 as measured in Au+Au [30–32] and
Pb+Pb [33, 34] collisions.
In summary, a two-particle anisotropy at midra-

pidity in the 5% most central d+Au collisions at√
s
NN

= 200 GeV is observed. The excess yield in cen-
tral compared to peripheral events is well described by

FIG. 5: (color online) The eccentricity-scaled anisotropy,
v2/ε2, vs charged-particle multiplicity (dNch/dη) for p(d)+A
collisions measured by PHENIX, ATLAS [9], and ALICE [8].
Also shown are Au+Au data at

√
s
NN

= 200 GeV [30–32]
and Pb+Pb data at

√
s
NN

= 2.76 TeV [33, 34]. The v2 are
for similar pT selections. Due to the lack of available multi-
plicity data in p+Pb and d+Au collisions the dNch/dη values
for those systems are calculated from HIJING [29].

a quadrupole shape. The signal is qualitatively similar
to that observed in long range correlations observed in
p+Pb collisions at much higher energies, but with a sig-
nificantly larger amplitude than that observed in 0–2%
central p+Pb collisions at ATLAS. While our acceptance
does not allow us to exclude the possibility of centrality
dependent modifications to the jet correlations, the sub-
traction of the peripheral jet like correlations has been
checked both by varying the ∆η cuts and exploiting the
charge sign dependence of jet-induced correlations. The
observed results are in agreement with a hydrodynamic
calculation for d+Au collisions at

√
s
NN

= 200 GeV.
We find that scaling the results from RHIC and the

LHC by the initial second order participant eccentricity
brings the RHIC and LHC results to a common curve as
a function of dNch/dη also shared by elliptic flow coeffi-
cients from Au+Au and Pb+Pb collisions. This finding
suggests that these phenomena are sensitive to the initial
state geometry and that the same underlying mechanism
is responsible in both p+Pb collisions at the LHC and
d+Au collisions at RHIC. It also suggests a relationship
to the hydrodynamic understanding of v2 in heavy ion
collisions. The observation of these correlations at both
RHIC and the LHC provides important new information
for understanding these phenomena. Models which seek
to describe these features must be capable of also ex-
plaining their persistence as the center of mass energy is
varied by a factor of 25.
We thank the staff of the Collider-Accelerator and

Physics Departments at Brookhaven National Labora-

SIMILAR, BUT NOT IDENTICAL TO OLDER VERSION
(LEAVES OUT TRANSVERSE AREA).

DESPITE USE OF HIJING MULTIPLICITIES AND 
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DO P/D+A DATA SCALE TO THE O(50%) LEVEL?
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Abstract

In order to study further the long-range correlations (“ridge”) observed recently in p+Pb collisions
at psNN = 5.02 TeV, the second-order azimuthal anisotropy parameter of charged particles, v2, has
been measured with the cumulant method using the ATLAS detector at the LHC. In a data sample
corresponding to an integrated luminosity of approximately 1 µb�1, the parameter v2 has been ob-
tained using two- and four-particle cumulants over the pseudorapidity range |⌘| < 2.5. The results
are presented as a function of transverse momentum and the event activity, defined in terms of the
transverse energy summed over 3.1 < ⌘ < 4.9 in the direction of the Pb beam. They show features
characteristic of collective anisotropic flow, similar to that observed in Pb+Pb collisions. A comparison
is made to results obtained using two-particle correlation methods, and to predictions from hydrody-
namic models of p+Pb collisions. Despite the small transverse spatial extent of the p+Pb collision
system, the large magnitude of v2 and its similarity to hydrodynamic predictions provide additional
evidence for the importance of final-state effects in p+Pb reactions.
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Fig. 1: The ⌃E

Pb
T distribution with the six activity intervals

indicated.

⌃EPb
T h⌃EPb

T i range in hN rec
ch i

range fraction (RMS)
[GeV] [GeV] of events [%]

> 80 93.7 0–1.9 134 (31)
55–80 64.8 1.9–9.1 102 (26)
40–55 46.7 9.1–20.0 80 (23)
25–40 31.9 20.0–39.3 60 (20)
10–25 16.9 39.3–70.4 37 (17)
< 10 4.9 70.4–100 16 (11)

Table 1: Characterization of activity intervals as selected
by ⌃E

Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
in the detector using GEANT4 [36, 37], and pro-
cessed through the same reconstruction software as
the data. The e�ciency for charged hadrons is
found to depend only weakly on the event multi-
plicity and on pT for transverse momenta above
0.5 GeV. An e�ciency of about 82% is observed
at mid-rapidity, |⌘| < 1, decreasing to about 68%
at |⌘| > 2. For low-pT tracks, between 0.3 GeV and
0.5 GeV, the e�ciency ranges from 74% at ⌘ = 0
to about 50% for |⌘| > 2.

The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb

T .

3. Data analysis

The cumulant method involves the calculation of
2k-particle azimuthal correlations, corr
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cumulants, c
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{2k}, where k = 1, 2 for the analysis
presented in this paper. The two- and four-particle
correlations are defined as corr

n

{2} = hein(�1��2)i
and corr

n

{4} = hein(�1+�2��3��4)i, respectively,
where the angle brackets denote the average in
a single event over all pairs and all combina-
tions of four particles. After averaging over
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{2}i, and the four-particle cumulant
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{4} = hcorr
n

{4}i � 2 · hcorr
n

{2}i2. Thus the ef-
fect of two-particle correlations is explicitly re-
moved in the expression for c
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{4}. Further details
are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q

n

, defined as Q
n

=
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ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
over all particles in an event. This analysis is re-
stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
event.

The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
inclusively from a broad range in pT and ⌘ as:
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Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
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The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb
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3. Data analysis

The cumulant method involves the calculation of
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correlations are defined as corr

n

{2} = hein(�1��2)i
and corr

n

{4} = hein(�1+�2��3��4)i, respectively,
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moved in the expression for c
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are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q
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, defined as Q
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=
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ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
over all particles in an event. This analysis is re-
stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
event.

The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
inclusively from a broad range in pT and ⌘ as:
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Table 1: Characterization of activity intervals as selected
by ⌃E

Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
in the detector using GEANT4 [36, 37], and pro-
cessed through the same reconstruction software as
the data. The e�ciency for charged hadrons is
found to depend only weakly on the event multi-
plicity and on pT for transverse momenta above
0.5 GeV. An e�ciency of about 82% is observed
at mid-rapidity, |⌘| < 1, decreasing to about 68%
at |⌘| > 2. For low-pT tracks, between 0.3 GeV and
0.5 GeV, the e�ciency ranges from 74% at ⌘ = 0
to about 50% for |⌘| > 2.

The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb
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The cumulant method involves the calculation of
2k-particle azimuthal correlations, corr
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where the angle brackets denote the average in
a single event over all pairs and all combina-
tions of four particles. After averaging over
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fect of two-particle correlations is explicitly re-
moved in the expression for c
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{4}. Further details
are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q
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, defined as Q
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=
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ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
over all particles in an event. This analysis is re-
stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
event.

The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
inclusively from a broad range in pT and ⌘ as:
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> 80 93.7 0–1.9 134 (31)
55–80 64.8 1.9–9.1 102 (26)
40–55 46.7 9.1–20.0 80 (23)
25–40 31.9 20.0–39.3 60 (20)
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Table 1: Characterization of activity intervals as selected
by ⌃E

Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
in the detector using GEANT4 [36, 37], and pro-
cessed through the same reconstruction software as
the data. The e�ciency for charged hadrons is
found to depend only weakly on the event multi-
plicity and on pT for transverse momenta above
0.5 GeV. An e�ciency of about 82% is observed
at mid-rapidity, |⌘| < 1, decreasing to about 68%
at |⌘| > 2. For low-pT tracks, between 0.3 GeV and
0.5 GeV, the e�ciency ranges from 74% at ⌘ = 0
to about 50% for |⌘| > 2.

The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb

T .

3. Data analysis

The cumulant method involves the calculation of
2k-particle azimuthal correlations, corr

n

{2k}, and
cumulants, c
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{2k}, where k = 1, 2 for the analysis
presented in this paper. The two- and four-particle
correlations are defined as corr
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{2} = hein(�1��2)i
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{4} = hein(�1+�2��3��4)i, respectively,
where the angle brackets denote the average in
a single event over all pairs and all combina-
tions of four particles. After averaging over
events, the two-particle cumulant is obtained as
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{2}i, and the four-particle cumulant
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{4}i � 2 · hcorr
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{2}i2. Thus the ef-
fect of two-particle correlations is explicitly re-
moved in the expression for c

n

{4}. Further details
are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q

n

, defined as Q
n

=
P

i

ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
over all particles in an event. This analysis is re-
stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
event.

The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
inclusively from a broad range in pT and ⌘ as:
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< 10 4.9 70.4–100 16 (11)

Table 1: Characterization of activity intervals as selected
by ⌃E

Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
in the detector using GEANT4 [36, 37], and pro-
cessed through the same reconstruction software as
the data. The e�ciency for charged hadrons is
found to depend only weakly on the event multi-
plicity and on pT for transverse momenta above
0.5 GeV. An e�ciency of about 82% is observed
at mid-rapidity, |⌘| < 1, decreasing to about 68%
at |⌘| > 2. For low-pT tracks, between 0.3 GeV and
0.5 GeV, the e�ciency ranges from 74% at ⌘ = 0
to about 50% for |⌘| > 2.

The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb

T .

3. Data analysis

The cumulant method involves the calculation of
2k-particle azimuthal correlations, corr

n
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{2k}, where k = 1, 2 for the analysis
presented in this paper. The two- and four-particle
correlations are defined as corr
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where the angle brackets denote the average in
a single event over all pairs and all combina-
tions of four particles. After averaging over
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{2}i2. Thus the ef-
fect of two-particle correlations is explicitly re-
moved in the expression for c
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{4}. Further details
are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q

n

, defined as Q
n

=
P
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ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
over all particles in an event. This analysis is re-
stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
event.

The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
inclusively from a broad range in pT and ⌘ as:
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Table 1: Characterization of activity intervals as selected
by ⌃E

Pb
T . In the last column, the mean and RMS of the

number of reconstructed charged particles with |⌘| < 2.5 and
0.3 < pT < 5 GeV, Nrec

ch , is given for each activity interval.

the track fit. The analysis is restricted to charged
particles with 0.3 < pT < 5.0 GeV and |⌘| < 2.5.
The tracking e�ciency is evaluated using HIJING-
generated [35] p+Pb events that are fully simulated
in the detector using GEANT4 [36, 37], and pro-
cessed through the same reconstruction software as
the data. The e�ciency for charged hadrons is
found to depend only weakly on the event multi-
plicity and on pT for transverse momenta above
0.5 GeV. An e�ciency of about 82% is observed
at mid-rapidity, |⌘| < 1, decreasing to about 68%
at |⌘| > 2. For low-pT tracks, between 0.3 GeV and
0.5 GeV, the e�ciency ranges from 74% at ⌘ = 0
to about 50% for |⌘| > 2.

The analysis is performed in di↵erent intervals
of ⌃EPb

T , the sum of transverse energy measured
in the FCal with 3.1 < ⌘ < 4.9 in the direction of

the Pb beam with no correction for the di↵erence in
response to electrons and hadrons. The distribution
of ⌃EPb

T for events passing all selection criteria is
shown in Fig. 1. These events are divided into six
⌃EPb

T intervals to study the variation of v2 with
overall event activity, as indicated in Fig. 1 and
shown in Table 1. Event “activity” is characterized
by ⌃EPb

T : the most active events are those with the
largest ⌃EPb
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3. Data analysis

The cumulant method involves the calculation of
2k-particle azimuthal correlations, corr
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presented in this paper. The two- and four-particle
correlations are defined as corr
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where the angle brackets denote the average in
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tions of four particles. After averaging over
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moved in the expression for c
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{4}. Further details
are given in Refs. [29, 30, 32].

Direct calculation of multi-particle correlations
requires multiple passes over the particles in an
event, and requires extensive computing time in
high-multiplicity events. To mitigate this, it has
been proposed in Ref. [32] to express multi-particle
correlations in terms of the moments of the flow
vector Q
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, defined as Q
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ein�i , where the in-
dex n denotes the flow harmonic and the sum runs
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stricted to the second harmonic coe�cient, n = 2.
The method based on the flow-vector moments en-
ables the calculation of multi-particle cumulants in
a single pass over the full set of particles in each
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The cumulant method involves two main steps
[29, 30]. In the first step, the so-called “refer-
ence” flow harmonic coe�cients are calculated us-
ing multi-particle cumulants for particles selected
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AGREEMENT WITH HYDRO IN MORE CENTRAL EVENTS:
SUPPORT FOR FINAL STATE INTERACTIONS?

SOME ISSUES: 1) HYDRO V2 DECREASES WITH CENTRALITY
(DATA INCREASES) 2) SENSITIVITY OF CUMULANTS TO 

FLUCTUATIONS IN SMALL SYSTEMS

ATLAS, arXiv:1303.2084 (2013)
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The story so far
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Ridge discovered in Au+Au @ RHIC
“explained” by triangular flow, i.e. fluctuations in 
the initial state
Strong support from LHC Pb+Pb

Ridge rediscovered in pp
Let a million explanations bloom, from CGC to hydro

Near-side Ridge Discovered in p+Pb
identical away-side ridge --> one phenomenon!

CGC interference graphs?

hydrodynamic response to fluctuations?

d+Au data show the “double ridge”, i.e. 
quadrupole modulations

hydro predictions, flow scaling

4-particle cumulants tilt towards hydro 
interpretation of the data...for now



Stay tuned, for 
the next episode!
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important questions!
p+Pb was supposed to be about initial state (i.e. CGC) but 
we have a surprising hint of final state dynamics (i.e. 
flow)

CGC & Flow both claim to have descriptive and 
predictive power

Limits of hydrodynamics

Can thermalization be achieved for such small space/time 
scales?
are viscous corrections too large?
What about cumulants?

Scope/predictive power of CGC Approach

If model is complete, then predictions are essential
What about multiparticle effects?  v3?

What about pp?

in light of p+Pb, p+p ridge suggests that we should be thinking 
more carefully about pp initial state
How to handle geometry/fluctuations in pp?  

explanation for long range correlations

CGC (flux tubeS) vs. Hydro (built in, but 3+1D??)
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collisions [14–17].
However, as observed previously [18, 19], long range

rapidity correlations from the initial state1 can also be
collimated by the radial flow of a fluid. Indeed, within
the Glasma flux tube framework itself, the radial flow of
Glasma flux tubes correlated over distance scales 1/Qs

was shown to generate a sizable ridge for large radial
flow velocities [7, 20]. In nucleus-nucleus collisions, where
large radial flow is generated, several groups have shown
that hydrodynamical flow provides a very good explana-
tion of the data on two-particle correlations in the ∆η-
∆Φ plane [21–24]. There have also been attempts to ex-
tend this description of the ridge in nucleus-nucleus col-
lisions to the ridges observed in high multiplicity proton-
proton [25, 26] and p+Pb [27–30] collisions. In the latter
case, it is claimed that features of LHC high multiplicity
data on proton-nucleus collisions [31] and corresponding
data in deuteron-gold collisions at RHIC [5] are quan-
titatively explained in the Monte-Carlo (MC) Glauber
hydrodynamic model of [27–29].
We will argue here that the applicability of hydrody-

namics to the smaller size systems of proton-proton and
proton/deuteron-nucleus collisions is strongly dependent
on assumptions about the nature of the initial multi-
particle dynamics, much more so than in collisions of
heavy nuclei. We will illustrate this by comparing results
obtained in MC-Glauber models with particular dynam-
ical assumptions about the initial state geometry with
those obtained in the framework of the IP-Glasma ini-
tial state model [32, 33] of hadrons and nuclei. Very
noticeable differences are seen between the two models
(with the same initial state configurations) for the com-
puted eccentricities and corresponding flow coefficients.
In contrast, both initial state models, when combined
with event-by-event hydrodynamical simulations, as in
[34–38], give similarly good descriptions2 of bulk mul-
tiplicity and flow observables in heavy-ion collisions at
both RHIC and the LHC.
The paper is organized as follows. In the next sec-

tion, we will outline the different methods employed to
compute the initial spatial sizes and eccentricities and
some of the consequences thereof. We will review the
IP-Glasma model, and show its predictions for the initial

1 In hydrodynamical models, these long range rapidity correlations
are a consequence of the choice of initial conditions, wherein the
initial transverse spatial profile of the energy density distribution
is assumed to be the same at all rapidities. Though not widely
appreciated, this choice corresponds to an assumption of strong
long range correlations in the dynamics of multiparticle produc-
tion at short transverse spatial distances. Only azimuthal cor-
relations are dynamically generated by the hydrodynamic equa-
tions.

2 The IP-Glasma+music model of [38] also reproduces the event-
by-event vn fluctuations measured by the ATLAS collabora-
tion [39]; at present, it appears to be the only model that suc-
cessfully reproduces these flow fluctuations.

spatial sizes in proton-proton and proton-nucleus colli-
sions. We will compare the eccentricities obtained in this
model to those in various implementations of the MC-
Glauber model for proton-nucleus. The generated flow
in proton-proton and proton/deuteron-nucleus collisions
is considered next and contrasted between the two mod-
els. The final section discusses the magnitude of viscous
effects in different implementations of viscous hydrody-
namics in proton-nucleus and nucleus-nucleus collisions.
We end with a brief summary and outlook.

MODELS OF THE INITIAL STATE GEOMETRY

Modeling the initial state in p+A, d+A and especially
p+p collisions is a lot more challenging than in A+A col-
lisions. In the latter, the system’s geometry is primarily
characterized by the overall shape of the interaction re-
gion. The dominant component in shape fluctuations are
due to geometrical fluctuations of nucleon positions in-
side the nuclei from event-to-event. The large number of
participants allows one, to first approximation, to neglect
the dynamical details of how energy is deposited in A+A
interactions. In p+A and d+A collisions, the system’s
geometry is very sensitive to the proton (or deuteron)
size, and the detailed nature of multi-particle production
and the spatial distribution of the produced energy den-
sity become important. In particular, sub-nucleon size
fluctuations (with characteristic length scales less than
1 fm) contribute significantly to the initial geometry of
matter produced in the collision.

FIG. 1. (Color online) Various models of the energy density
deposition (denoted by red dots) in nucleon-nucleon collisions.
In the left plot the energy density is produced at the center of
the colliding nucleons even for grazing collisions. The center
and right plots correspond to different eccentricities depend-
ing on the matter distribution in the nucleon overlap region.
For the configuration depicted on the left eccentricity ε2 = 1,
whereas for the configuration in the center ε2 = 0.

The spatial eccentricities that characterize the geome-
try of the initial state can be defined as

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (1)

where 〈·〉 is either an average over all participant nucleon
positions characterized by the nucleon centers or an av-
erage weighted by the deposited energy density.

BZDAK, ET AL, 
STRIKMAN, ...



Avenues for progress
Even more Multiparticle observables 
v2(6), and higher order modulation

Even longer range correlations
predictions for eta dependence from CGC 
or HYDRO?

Particle species dependence (CQ 
scaling?)

A comprehensive description, from 
small to large systems, especially 
where they overlap in size/density

predictions are crucial, since very 
different approaches are able to 
describe the same data!
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“The best laid schemes 
of mice and men Gang 
aft agley...”
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(“THE BEST LAID PLANS OF 
MICE AND MEN OFTEN GO ASTRAY”)

IT SEEMS THE SAME IS TRUE FOR
MICE (PROTONS), MAMMOTHS (IONS),

AND THE RIDGE!

A PARTING (PERSONAL) QUESTION:
WOULD WE HAVE IMAGINED DISCUSSING
4-PARTICLE CUMULANTS IN P+PB @ LHC?

I DIDN’T, BUT IT’S A VERY EXCITING MOMENT!
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THANKS!!

(SPECIAL THANKS TO J. JIA FOR
DISCUSSIONS)


